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In this paper, authors propose a novel method to determine an optimal solution for profit based unit com-
mitment (PBUC) problem considering emission constraint, under a deregulated environment. In a
restructured power system, generation companies (GENCOs) schedule their units with the aim of maxi-
mizing their own profit by relaxing demand fulfillment constraints without any regard to social benefits.
In the new structure, due to strict reflection of power price in market data, this factor should be consid-
ered as an important ingredient in decision-making process. In this paper a social-political based
optimization algorithm called imperialist competitive algorithm (ICA) in combination with a novel
meta-heuristic constraint handling technique is proposed. This method utilizes operation features of
PBUC problem and a penalty factor approach to solve an emission constrained PBUC problem in order
to maximize GENCOs profit. Effectiveness of presented method for solving non-convex optimization
problem of thermal generators scheduling in a day-ahead deregulated electricity market is validated
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using several test systems consisting 10, 40 and 100 generation units.
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Introduction

Along with the development of technological advances
throughout the world, structure of different types of industries
has been changed dramatically. To this end, power market which
is one of the most vital industries has experienced significant
changes in its structure. In previous power systems with tradi-
tional structure, unit commitment (UC) problem was determina-
tion of commitment statuses of thermal generation units so that
summation of output power of ON units during certain periods
of scheduling periods should meet load demand constraint while
cost of operation should be minimized [1].

In order to obtain an optimal solution for nonlinear optimiza-
tion problem of cost based unit commitment (CBUC), different
methods like Lagrangian relaxation (LR) [2], mixed integer pro-
gramming (MIP) [3], priority list (PL) [4], particle swarm optimiza-
tion (PSO) [5], genetic algorithm (GA) [6] and imperialist
competitive algorithm (ICA) [7] have been employed. These
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methods are different regarding total economic objective function
and optimization techniques.

After deregulation of energy market, the electricity power
industry has shifted from a vertically integrated structure to a par-
allel one. In fact, such the deregulation is decomposition of the ver-
tically integrated power systems to several generating,
transmitting and distributing companies. The main aim of this
restructuring procedure is to raise a competition among different
companies, specifically power generation companies (GENCOs),
to provide cheaper as well as top quality choices for electricity cus-
tomers. Consequently, in the new structure, employed strategies of
market should metamorphose. In order to reach such the goal,
GENCOs should run a novel profit based unit commitment (PBUC)
that is different from traditional UC in terms of objective and
demand constraint. In this new defined UC problem, load demand
fulfillment is not mandatory anymore and the main purpose of
PBUC is to maximize the GENCO’s profit in which fuel price, energy
selling price and ancillary services are the most highlighted signals
for the commitment of thermal units [1].

Recently, numerous techniques have been utilized to reach an
optimal solution for nonlinear optimization problem of PBUC
under a competitive market. These approaches include: LR [1],
Muller method [8], MIP [9], GA [10] and [11], tabu search algo-
rithm (TSA) [12], PSO [13], ant colony optimization (ACO) algo-
rithm [14], artificial bee colony (ABC) algorithm [15], parallel PSO
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Nomenclature

a; fuel consumption coefficient of unit i ($/h)

Qe emission consumption coefficient of unit i (ton/MW? h)

b; fuel consumption coefficient of unit i ($§/MW h)

be;i emission consumption coefficient of unit i (ton/MW h)

G fuel consumption coefficient of unit i ($/MW? h)

Cei emission consumption coefficient of unit i (ton/h)

Cost, cost of country n

G() cost function of unit i ($), G(Pin)=0ai+bix Pip+

R Ci X P(,'_t)z

C; cost of imperialist i

CSC cold start-up cost of unit i ($/h)

CST(;) cooling constant of unit i (h)

DR; down ramp rate of unit i (MW/min)

E total mission consumption of unit i (ton/h)

EP™ maximum allowance of emission at time t

f objective function

HSC;  hot start-up cost of unit i ($/h)

i index of generator unit

Ini. S; initial state of unit i (h)

Lo commitment state of unit i at time ¢
total number of generating units

Nd, number of iterations of main/sub algorithm

Neot number of colonies

Nimp number of imperialists

Noffﬁ,-) number of continuous OFF states of unit i at transition
time

Nonﬁi) number of continuous ON states of unit i at transition
time

N, number of particles (i.e. initial solutions) in PSO algo-

R rithm

N; number of initial colonies of imperialist i

PD(y total system demand at time t (MW)

PF total profit ($)

Posf- positions of a colony at the current decade, in a specific
empire

Pos}’ positions of an imperialist at the current decade, in a
specific empire

Pos‘é+1 positions of a colony at the next decade, in a specific

R empire

P; normalized power of imperialist i

Pﬁ‘?ax maximum generation of unit i (MW)

Pﬁ.‘)“i“ minimum generation of unit i (MW)

) generation of unit i at time t (MW)

T a randomly generated numbers in (0, 1)

Rp(t) total reserve at time t

RV total revenue ($)

SCeol summation of costs of the colonies, existing in the terri-
tory of an empire

ST start-up cost of unit i ($)

t index of time

T dispatch period (h)

TC total cost ($)

TP; total power of imperialist i

T‘(’g minimum OFF time of unit i (h)

TG minimum ON time of unit i (h)

UR; up ramp rate of unit i (MW/min)

X%, time duration for which unit i has been OFF at time ¢ (h)

X time duration for which unit i has been ON at time ¢ (h)

B assimilation weight factor

Y deviation limit from the original direction

U prosperity value of ith empire

Pem(t)  forecasted market price for energy at time t ($/MW h)

Gi probability of imperialist i

& colonies’ corporation factor in imperialist’ power (i.e. a
positive number which is considered to be less than 1)

in a shared memory model (PPSO) [16] improved pre-prepared
power demand (IPPD) table [17] and parallel nodal ant colony opti-
mization (PNACO) [18] ICA [19] (i.e. authors’ previous contribu-
tion). A glimpse at researches in this area indicates superiority of
the Lagrangian based methods. Despite the Lagrangian method
enjoys high speed of convergence, LR based methods suffer from
getting stuck in the local optimums besides the exponential
increase of the problem scale versus increase of the scheduling
horizon and number of units. To overcome these obstacles, some
hybrid LR-evolutionary methods like combination of GA and LR
[20], evolutionary programming (EP) and LR [21], PSO and LR
[22], nonlinear programing (NLP) and dynamic programing (DP)
[23] an evolutionary method based on priority list [24] are pro-
posed. In [25], uncertainty in loads and availability of the thermal
units are considered to solve a UC problem in a competitive mar-
ket. In [26] an artificial neural network has been employed to
model the uncertainty of generation resulted by spinning and
non-spinning reserves.

Lately, due to sensitivity of public opinion to the environmental
problems and air pollution, more optimal operation of the power
generation units are being focused on. To this end, emission as
an inseparable ingredient of thermal unit scheduling should be
controlled, fuel sources should be exploited as less as possible
while GENCOs’ profit maximization should be maintained as the
final goal. In such situations that several simultaneous objectives
are considered, attempting to optimize one of them should not
end up to sacrifice of the others. In this paper a compromise is

accomplished so that profit of GENCO should be maximized
besides maintaining emission table under a certain limit. To this
end, Shuffled Frog Leaping Algorithm (SFLA) approach is also uti-
lized to solve PBUC problem with the emission limitation for a case
study with ten generation unit [27]. In [28,29] such obligation has
been accomplished using PSO and a practical algorithm, respec-
tively. Besides, newfangled heuristic algorithms have attracted
considerable attention recently. These algorithms mostly enjoy
high potential in terms of convergence speed and solution quality.

In this paper, the authors use a novel evolutionary algorithm
which is called ICA to solve the UC problem under a deregulated
power market. Considering numerous contributions in case of
PBUC problem [20-26], only a small number of researches have
been executed PBUC problem considering environmental obliga-
tions. To this end, minimization of emission consumption is
regarded as the second objective function besides the maximiza-
tion of GENCO profit. Moreover, a novel meta-heuristic strategy
for constraint handling of PBUC problem is formulated in which
new penalty factors are determined based on coordination of
inherent features of the PBUC problem. As opposed to the tradi-
tional constrained handling methods presented in the literature
review, this technique provides more optimality and superiority
to the other contributions in cases of obtaining quality solutions
and convergence speed. In this strategy, a meta-heuristic cascaded
ICA-PSO is employed besides the main loop of ICA in order to
determine optimal values of penalty factors. Then the optimization
problem is solved using the ICA algorithm. By performing the
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proposed method on the IEEE 39 bus system and for a GENCO con-
sisting of 10 generation units (i.e. firstly employed in [27]), validity
of the proposed methodology is evaluated. In sum, the main contri-
butions of this paper rather than previously presented methods
can be concluded as follows:

e Modification of traditional PBUC problem as a double-objective
problem with respect to the recent world’s environmental
concerns.

e Employing ICA for solving UC problem in restructured energy
market.

e Proposing a novel codification for constraint handling of the
PBUC problem in order to ameliorate the deficiencies of tradi-
tional methods.

e Proposing a cascaded ICA-PSO in order to determine optimal
values of penalty factors.

This study is organized in sections as follows:

In first section, a comprehensive literature review on electri-
cal power market and PBUC is presented. In the second section,
formulation of PBUC as a complex mixed integer optimization
problem is presented. In Section ‘Imperialist competitive
algorithm’, ICA algorithm and fundamental basis of constraint
handling are presented. Utilization of a novel meta-heuristic
constraint handling for the given problem is discussed, in
Section ‘Constraint handling’. Finally, implementation of
proposed algorithm for several test systems comprising 10 to
100 generating units and simulation results are provided, in
Section ‘Case study and results’. The paper is concluded in
Section ‘Conclusion’.

Multi-objective price based unit commitment problem

Along with paralleling and restructuring of electricity markets
throughout the world, PBUC problem as one of the most complex
and challenging nonlinear optimization problems in market oper-
ation has attracted significant concentration. In PBUC, each GENCO
tends to schedule their generating units in order to maximize their
own profits, regardless of social system welfare [1]. Such the policy
is formulated as follows:

Objective function

Mathematical expression of the double objective function of
PBUC is formulated as follows [1]:

Maximize PF =RV — TC (1)
Minimize Eci = ei p(zi,t) + bei 'p(i.t) + Cei

Or:

Minimize TC — RV (2)

Minimize E; = Gei - Pl + bei - Diigy + Cei

Here:
T N

RV = ;;[pgm
T N

TC=>>[C

=1i

{

where start-up cost is defined as follows:

Pig - Tiio (3)

+ ST( (it) " [1 - I(Lt—l)H (4)

~

1, t)

=1
0, if unitiis off
1, if unitiis on

- CSCy, if X}, < CSTy +TY -
"7 Hscy, zfx"ff > CST,, +T°ff

The fuel cost function of unit i is defined as follows:

Ci(pip) = @i +bi piy +C1'P”> (7)

The objective function in (1) is composed of two terms. First
term refers to revenue provided by energy provision of thermal
units during generation horizon (i.e. defined as revenue minus
costs) and it should be maximized; while, the second part repre-
sents the emission of generating units and should to be minimized.

Constraints

The PBUC is formulated subject to the following system and
unit constraints [1].
System constraints

e Demand constraint

e Unit capacity constraint

N

> P g

i=1

> Pp(t) +Rp(t) 9)

These constraints represent GENCOs’ special requirements. For
example, a GENCO may have minimum and maximum generation
requirements in order to participate in the energy market. Because
of reliability requirements, a GENCO may pose lower and upper
limits for spinning and no-spinning reserves. In this paper, no
reserve consideration is posed to the committed units.

e System emission constraint

Nowadays, due to unprecedented usage of fossil fuels for elec-
trical power generation, dramatic changes have been made in
amount of emissions discharged into the atmosphere. Therefore,
pollution spread has regarded as a vital challenge in the modern
world. Carbon dioxide as one of most destructive products of
fossil-fuel combustion (i.e. a greenhouse gas) plays a considerable
role in global warming. To this end, determining precise generation
table of this gas has turned into a necessity to diminish environ-
mental pollutions besides the profit maximization of GENCOs. In
this paper, emission of unit i is defined as follows:

Cai(p(i, 1) = aa(p(i, 1))* + bai(p(i, 1)) + Coi < EP™ (10)
Unit constraints
o Unit generation limits
PE™ < Pl < P (11)

e Unit minimum ON/OFF durations

[Xoint—l) - T?f;] * [Lie-n) —lig) =0

(12)
Xy =T+ oy = T ] > 0
e Ramp rate
Pij;_1 —DR; < Piy < Pj;1 + UR; (13)
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Imperialist competitive algorithm

The imperialist competitive algorithm (ICA) is a novel algorithm
introduced by Atashpaz Gargari and Lucas in 2007, inspiring a
socio-political phenomenon [30]. Then, numerous successful
researches have been done using ICA [31]. Like other evolutionary
algorithms, this algorithm begins with a primary random popula-
tion that each of them is called a country. In fact, these countries
are random solutions in problem search space. At the beginning
of the algorithm’s performance, Ncounery initial random countries
should be created. Then, costs of initial countries are calculated
from (14):

Cost, = f(Conuntry,) (14)

Then, N;n, most powerful countries (i.e. equivalent to elites in
the genetic algorithm) are selected as imperialists. In ICA terminol-
ogy, these powerful imperialists have the least cost, and other N
countries should be regarded as colonies [30]. At the next stage,
colonies should randomly assign to one of the imperialists. During
this procedure, number of colonies allocated to each imperialist is
proportional to its power. To this end, more powerful imperialist
have more opportunity to gain more colonies to satisfy their glut-
tony. An inverse relation is considered between the cost and power
of an imperialist in which the most powerful imperialist has the
least cost in order to seize the maximum colonies. Mathematical
expression for such a relation is given by (15):

N; = round{P; -Noy} i=1,...,Nimp (15)

In order to create initial empires, N; primary colonies should be
attributed to the imperialist i. Then, the relative normalized power
of each imperialist is calculated by using (16):

. |C;—max{C;,...,Cx
P,-—; i (G Ning} =1,...,Nimp (16)

ppAde

Accordingly, the colonies are divided among the imperialists.
Then, imperialists by applying the assimilation policy in terms of
different social-political aspects such as language and culture
attract colonial countries. This task is modeled by the random
movement of each colony toward its relevant imperialist. Fig. 1

shows the scheme of this movement. The new position of the
assimilated colony is calculated by (17):

Pos2! = Pos + p(Pos! — Pos?) - rand(0, 1) (17)

In order to improve the search process of algorithm, the col-
ony’s movement toward imperialist is executed including a devia-
tion from the original direction. In the procedure of countries’
movements during assimilation policy, a colony my gain more
power than an imperialist. In this case, the position of the colony

Colony :

. New Position
of Colony

and imperialist should be exchanged. In other words, in next steps,
all possessions of the previous imperialist will inherit to new more
powerful imperialist and they move toward the new imperialist.

After applying the assimilation policy, the revolution operator
should be applied in order to prevent algorithm to involve in local
optima during the assimilation process. In optimization terminol-
ogy, the revolution policy has same quality as mutation operator
in the genetic algorithm which imposes a sudden change in the
structure of colonies. The power of each empire depends on the
cost of imperialist and the proportion of colonies’ costs that can
be calculated by (18):

TP = C + & - {mean(SC.y)} (18)

In each iteration of the algorithm (i.e. named decade in ICA), an
imperialist competition policy is executed. In this imperialist com-
petition, the imperialist with the least power should lose one of its
colonies. In this process, weakest of colony of the weakest empire
departs from its empire and joins other empires with certain prob-
abilities. The probability of assigning this colony to each of the
empires is also proportional to their power. After several execution
of imperialist competition policy during decades, if an imperialist
loses all its colonies, it is time for its empire to be collapsed and
turns into a colony of other empires. The probability of seizing
the weakest colony of weakest empire by each of empires is given
by (19):

TP; — max{TPy, ..., TﬁN.-mp}
S TP,

an:I =1,...,Ninp (19)
The highest chance of seizing the colony of the weakest empire

belongs to the empire with the highest level of success. These val-
ues are calculated by (20):

uri=6; —r;, i=1,...,Nimp

N . R 20
=[01—-11,02—T12,...,0n (20)

imp rNimp]

These competitions among the empires leads algorithm to col-
lapse weaker empires and finally, the most powerful imperialist
that represents the global optimal solution of the problem
remains; while, all the other countries become colonies of this
empire. Reaching a certain number of decades or remaining solely
one imperialist can be considered as the end criteria of the algo-
rithm. The stop criterion of the algorithm is either to reach the
max number of decades or one imperialist remains after the impe-
rialist competition. Fig. 2 shows outline of the presented algorithm.

Constraint handling

In case of numerical optimization and specially regarding non-
linear optimization problems, the previous proposed constraint
handling methods can be categorized as follows: use of penalty

Imperialist

Fig. 1. Assimilation procedure of a colony toward its imperialist.
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Initialize the empires

4

Move the colonies to their
relevant imperialist

v

< Is there a colony in an empire which has \

higher cost than that of imperialist ? No

Yés
\ 4

Exchange the positions of
that imperialist and colony

v

Compute the total cost of all empires

v

Pick the weakest colony from the weakest empire
and give it to the empire that has the most
likelihood to possess it

Is there an empire
with no colonies? /’

Yes

\ 4

Eliminate this empire

—No—< Stop condition satisfied ? >

[
Yes

Fig. 2. Outline of the presented ica.

No——

functions, use of certain representations to maintain the popula-
tion in a feasible search space, decomposition of objectives and
constraints and hybrid methods. The most prevalent among the
proposed methods (specifically with genetic based algorithms) to
overcome constraints complexity (especially inequality con-
straints) is to utilize penalty costs. To this end, the fundamental
approach is to rectify the cost value of country i by extending the
domain of cost function f(X) as follows:

Cost; = f(Conuntry;) + > "ViQ}' (21)

i=1

In fact, Q" is a cost which penalizes an individual solution and x
is the related constrain containing Minimum ON/OFF, demand
(Dc), unit reserve (SRc), system emission (SEc) and ramp rate (Rr)
constrains. In other word, this additional cost assists an individual
solution to assimilate to the feasible solutions. It is assumed that i

is feasible then, Q; =0 which means no penalty is considered for
solutions that meet the constraints. The violation values are calcu-
lated as follows:

e On/off status violation

If the current status of the unit is OFF and it turns to ON state at
the transition time, then:

Noff;
Q?N/OFF — max <071 _ Off(!)) (22)

off
(i)

If the current status of unit is ON and it turns to OFF state at the
transition time, then:

Non'.
QIQN/OFF — max (0’1 _ m(n)) (23)
T(i)
e Demand constraint violation
N
D _ ZimiPio lin _
@ = max (0’ Po(t) 1) (24)

e Unit capacity violation

N pgmax
Dc Ei:lpi ‘I(i-t)
S =max (0,1 - =1~ 25
Q7 = max ( " Po(D) + Ro(0) 22)

e System emission violation

Q% = max <0,—Ce"(p L0) 1) (26)

Emax

e Ramp rate violation

max (0,1 — P

P.-_z,l—DRi> if unit i ramps down

SE
Qi ‘=

P ; Py
max (O7W - 1) if unit i ramps up

(27)

In majority of papers, the value of the violation factor (i.e. Vi in
this research) is considered to be an extremely high value (for
instance 10'?) and is uniform for all types of violation factor.
While, in the case of more complex problems, due to the high sen-
sitivity of the global optimal solution to the initial control param-
eters of problem, uniform consideration of the violation factor can
lead the algorithm to be afflicted with some unfavorable defects
such as low speed of convergence and sometimes trapping into
local optimums. To overcome such a challenge, the authors have
decided to allocate different violation factors to various violations.
These values are detailed in Table 1. In order to determine value of
violation factors, one of the most routine ways is to run the algo-
rithm for several times with different values and chose the best
set of components. However, one of the shortcomings of such the
methods is about lack of a certain pattern of varying the
parameters.

Despite a good sense of heuristic based algorithms and
knowledge of an expert person about PBUC problem, setting
limits for these factors is a sort of impossible because of the
high sensitivity of algorithm convergence at the ending

Table 1
Values of correction factor for different violations.
Constraint Ramp ON/ Units Load- Initial
rate OFF capacity demand states
Factor x 10'! 835 210 10 157 10
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Initial population of particles with
random positions for violation variables

v

—>

Evaluate the fitness of each particle
using ICA in order reach highest porfit

v

obtain Pbest

Compare each particle’s fitness
evaluation with the current particle’s to

x; : Position vector
v; : Velocity vector

v

Pbest : each particle has

Compare fitness evaluation with the population’s
overall previous best to obtain Gbest

even updated to their best

encounter position

v

Gbest : any particle has

v; = v+2*rand()*(Pbest-x )+ 2 *rand() ¥(Gbest-x,)
X; = X +v;

even updated to their best

encounter position

Is the stopping
criterion met?

Fig. 3. Outline of the proposed cascaded ICA-PSO.

iterations of algorithms in which level of changing should be
infinitesimal. Moreover, due to mixed integer feature of prob-
lem, allocating similar factors to constraints that involve to bin-
ary variable as well as completely continues constraints can
result in low convergence of algorithm. It is noteworthy, at
the initial iterations of the algorithm that violations are high,
a blind allocation of violation factors does not interfere sudden
changes in the optimality of solutions; while, at the ending iter-
ations of the algorithm, a non-compliant violation factor may
penalize a competent solution with low rate of violation in a
way in which that solution loses its optimality at the next iter-
ations and result in low convergence. An outline for the pro-
posed method of allocation of factors using cascaded ICA-PSO
is depicted in Fig. 3.

Due to high speed performance of PSO algorithm authors have
utilized this algorithm as a complementary method. Optimum val-
ues of coefficients are based on Clerc and Kennedy proposed con-
striction coefficients for PSO [32]. Coefficients c1 (i.e. personal
learning coefficient) and c2 (i.e. global learning coefficient) and w
(i.e. Inertia weight) are selected as follows:

0, 0,>0 Q=0+, >4 (28)
2
_ 29
e PV (29)
{w:x (30)
=X "P1, 2=) O,

For optimum proposed values ¢, = ¢, = 2.05, the constriction
coefficient y is 0.7298.

Case study and results

In this research, in order to evaluate quality of solutions, two
scenarios comprising a) traditional PBUC and b) emission con-
strained PBUC (ECPBUC) are considered. A 24 h scheduling horizon
for implementation of UC problem in a competitive environment is
considered.

Scenario 1: for first scenario, three GENCOs in scales of small,
medium and large are considered as test systems. For this scenario,
employing proposed ICA based approach, traditional PBUC without
assuming emission constraint is executed.

o Test system 1: is a small scale GENCO consists of 10 generating
units. Forecasted hourly load demand and energy price in a spot
market are detailed in Table 2a [21].

As it can be demonstrated from Table 2a, the daily pattern of
load demand experiences two peaks that makes it a challengeable
obligation for generation operators to provide an accurate genera-
tion table based on the experiences of an expert person. Moreover,
the curve of forecasted energy price is shaved coincide with the
second peak of load demand at the last hours of the night. Param-
eters of units are listed in Table 2b [21].
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Table 2a
Hourly forecasted load demand and power price in energy market.
Hour Load Price Hour Load Price
(h) (MW) ($/MW) (h) (MW) ($/MW)
1 700 22.15 13 1400 24.60
2 750 22.00 14 1300 24.50
3 850 23.10 15 1200 22.50
4 950 22.65 16 1050 22.30
5 1000 23.25 17 1000 22.25
6 1100 22.95 18 1100 22.05
7 1150 22.50 19 1200 22.20
8 1200 22.15 20 1400 22.65
9 1300 22.80 21 1300 23.10
10 1400 29.35 22 1100 22.95
11 1450 30.15 23 900 22.75
12 1500 31.65 24 800 22.55

Optimal power scheduling corresponding to the best solution

for given 10 unit system is shown in Table 2c.

o Test system 2: is a medium scale GENCO consists of 40 generat-
ing units. For the 40 generating unit system, the data of 10 gen-
erating unit system and the load data are multiplied by 4. Best
obtained commitment status for 40 unit system is shown in

o Test system 3: is a large scale GENCO consists of 100 generating
units. For this system, the data of al0 generating unit system
and the load data are multiplied by 10. Best obtained commit-
ment status for 100 unit system is shown in Table 3b.

Comparison of best solutions obtained by proposed method
with the other solutions resulted from other contributions, as it
can be seen in Table 4, shows superiority of presented technique
in case of traditional PBUC.

Scenario 2: for second scenario, all considered assumptions are
as same as first scenario while emission constraint is added to tra-
ditional PBUC in order to approach reality of power generation
systems.

o Test system 1: is a small scale GENCO consists of 10 generating
units. Emission coefficients of given units are shown in
Table 5a. In this test system, hourly emission of GENCO should
not exceed 1300 ton/h.

Optimal power schedule corresponding to the best obtained
solution for small scale system, resulted by execution of ECPUC
using proposed methodology is shown in Table 5b.

As it can be deduced from this table, total number of ON status

Table 3a. of units for proposed method is 90h; while this value for
Table 2b
Data for 10 unit case study.
Unit 1 Unit 2 Unit 3 Unit 4 Unit 5 Unit 6 Unit 7 Unit 8 Unit 9 Unit 10
P ginax 455 455 130 130 162 80 85 55 55 55
P; gmin 150 150 20 20 25 20 25 10 10 10
a; 1000 970 700 680 450 370 480 660 665 670
b; 16.19 17.26 16.6 16.50 19.70 22.26 27.74 25.92 27.27 27.79
cix 1072 0.048 0.031 0.2 0.211 0.398 0.712 0.079 0.413 0.222 0.173
Ti of 8 8 5 5 6 3 3 1 1 1
T on 8 38 5 5 6 3 3 1 1 1
HSG; 4500 5000 550 560 900 170 260 30 30 30
CSG; 9000 10,000 1100 1120 1800 340 520 60 60 60
CST; 5 5 4 4 4 2 2 0 0 0
Ini. S; 8 8 -5 -5 -6 -3 -3 -2 -1 -1
Table 2¢
Power dispatch and hourly transactions for small scale system (traditional PBUC).
Time Load U1 U2 u3 U4 us u6 u7 us u9 u10 Revenue  Fuel cost Start-up Profit ($)
)  (MW)  (MW)  (MW)  (MW)  (MW)  (MW)  (MW) (MW) (MW) (MW) (MW)  (§) ($) cost (8)
1 700 455 245 0 0 0 0 0 0 0 0 15,505 13683.1 0 1821.9
2 750 455 295 0] 0 0 0 0 0 0 0 16,500 14554.5 0 1945.5
3 850 455 395 0 0 0 0 0 0 0 0 19,635 16301.9 0 33331
4 950 455 455 0 0 0 0 0 0 0 0 20611.5 173533 0 3258.2
5 1000 455 455 0 0 0 0 0 0 0 0 21157.5 17353.3 0 3804.2
6 1100 455 455 0 110 0 0 0 0 0 0 23,409 19873.8 1120 2415.2
7 1150 455 455 110 130 0 0 0 0 0 0 25,875 22764.2 1100 2010.8
8 1200 455 455 130 130 0 0 0 0 0 0 25915.5 23105.8 0 2809.7
9 1300 455 455 130 130 130 0 0 0 0 0 29,640 26,184 1800 1656.0
10 1400 455 455 130 130 162 60 0 0 0 0 40855.2 28582.8 340 119324
11 1450 455 455 130 130 162 80 0 0 0 0 42571.8 29,048 0 13523.8
12 1500 455 455 130 130 162 60 0 0 0 0 44056.8 28582.8 0 15474.0
13 1400 455 455 130 130 162 0 0 0 0 0 32767.2 26851.6 0 5915.6
14 1300 455 455 130 130 130 0 0 0 0 0 31,850 26,184 0 5666.0
15 1200 455 455 130 110 0 0 0 0 0 0 25,875 22765.6 0 3109.4
16 1050 455 455 110 0 0 0 0 0 0 0 22,746 19903.5 0 2842.5
17 1000 455 455 0 0 0 0 0 0 0 0 20247.5 173533 0 2894.2
18 1100 455 455 0 0 0 0 0 0 0 0 20065.5 173533 0 2712.2
19 1200 455 455 0 0 0 0 0 0 0 0 20,202 173533 0 2848.7
20 1400 455 455 0 0 0 0 0 0 0 0 20611.5 173533 0 3258.2
21 1300 455 455 0 0 0 0 0 0 0 0 21,021 17353.3 0 3667.7
22 1100 455 455 0 0 0 0 0 0 0 0 20884.5 173533 0 3531.2
23 900 455 445 0 0 0 0 0 0 0 0 20475 171779 0 32971
24 700 455 345 0 0 0 0 0 0 0 0 18,040 15427.4 0 2612.6
Total 600517.5 489817.40 4360 106340.1
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Table 3a
Commitment statuses and hourly transactions for medium scale system (traditional PBUC).
Time (h) ON units Revenue ($) Cost ($) Profit ($) Time (h) ON units Revenue ($) Cost ($) Profit ($)
1 1-8 62,020 54733.5 7286.5 13 1-20 131068.8 107406.4 23662.4
2 1-8 66,000 58218.8 7781.2 14 1-9,11-20 127,351 104514.6 22836.4
3 1-8 78,540 65207.6 133324 15 1-9, 11-16, 20 106,020 93277.1 12742.9
4 1-8, 14 85390.5 72833.9 12556.6 16 1-8, 13-16 92,768 80855.8 11912.2
5 1-8, 14-15 90,675 75694.5 14980.5 17 1-8, 13, 15-16 93,000 77469.2 15530.8
6 1-8, 10, 13-16 98455.5 85417.6 13037.9 18 1-8, 13, 15-16 88861.5 77995.2 10866.3
7 1-8, 10-16 102,375 90631.2 11743.8 19 1-8, 13, 15-16 89,466 77995.2 11470.8
8 1-8, 10-16 100782.5 89531.2 112513 20 1-8, 13, 15-16 91279.5 77995.2 13284.3
9 1-19 117784.8 106910.6 10874.2 21 1-8, 13, 15-16 93,093 77995.2 15097.8
10 1-24 164,360 116652.9 47707.1 22 1-8, 13, 15-16 92488.5 77995.2 14493.3
11 1-24 170287.2 116191.9 54095.3 23 1-8 81,900 68712.0 13188.0
12 1-24 178759.2 116191.9 62567.3 24 1-4, 6-8 71821.75 60525.7 11296.0
Total 2474547.8 2030952.4 443595.4
Table 3b
Commitment statuses and hourly transactions for large scale system (traditional PBUC).
Time (h)  ON units Revenue ($)  Cost ($) Profit ($)  Time (h)  ON units Revenue ($)  Cost ($) Profit ($)
1 1-20 155,050 136833.9 155,050 13 1-51 329,640 270712.5 329,640
2 1-20 165,000 145547.5 165,000 14 1-42, 45-50 318,402 261024.4 318,402
3 1-20 196,350 1630189 196,350 15 1-27, 29-41, 45 267,615 235657.5 267,615
4 1-20, 34, 37, 40 214948.5 183795.0 2149485 16 1-20, 31-40, 231,920 202139.6 231,920
5 1-20, 33-38, 40 232,500 195622.2 232,500 17 1-20, 31-33, 35-36, 38-39 232,500 193382.2 232,500
6 1-20, 25-27, 30-40 250,614 217586.8 250,614 18 1-20, 31-33, 35-36, 38-39  220720.5 193557.6 220720.5
7 1-23, 25-27, 29-40 257,400 227474.0 257,400 19 1-20, 31-33, 35-36, 38-39 222,222 193557.6 222,222
8 1-23, 25-27, 29-40, 43-44  260572.6 234565.7 260572.6 20 1-20, 31-33, 35-36,38-39  226726.5 193557.6  226726.5
9 1-40, 42-44, 46-50 296308.8 2675244 296308.8 21 1-20, 31-33, 35-36, 38-39 231,231 193557.6 231,231
10 1-50, 52-60 410,900 290680.6 410,900 22 1-20, 31-33, 35-36, 38-39  229729.5 193557.6 229729.5
11 1-60 425,718 290649.8 425,718 23 1-20 204,750 171780.4 204,750
12 1-60 446,898 290479.8 446,898 24 1-10, 12-19 180,400 152428.5 180,400
Total 6,208,116 5,098,692 1,109,425
Table 4 approximately equal to that of SLFA, financial and environmental

Comparison of PBUC profit for different methods (scenario 1).

10 Unit system 40 Unit system 100 Unit system

TS-RP [12] 101,086 - -

TS-IRP [12] 103,261 - -

Muller Method [8] 103,296 - -

ACO [14] 103,890 - -

PSO [16] 104,365 - -

PPSO [16] 104,556 - 1,048,083

IPPD [17] 105,164 - -

Nodal ACO [14] 105,549 - 1,055,392

Parallel ABC [15] 105,878 - 1,056,600

PNACO [18] 105,942 - 1,060,380

ICA 106,340 443,595 1,109,424

Table 5a
Emission coefficients for a 10 Unit system.

Unit no. a.; (ton/h) be; (ton/h) Cei (ton/h)
1 10.33908 —0.24444 0.00312
2 10.33908 —0.24444 0.00312
3 30.03910 —0.40695 0.00509
4 30.03910 —0.40695 0.00509
5 32.00006 -0.38132 0.00344
6 32.00006 -0.38132 0.00344
7 33.00056 —0.39023 0.00465
8 33.00056 —0.39023 0.00465
9 35.00056 —-0.39524 0.00465

10 36.00012 —0.39864 0.0047

traditional and SFLA based scheduling are 87 and 135h [27].
Although, total operation time of units in ICA based PBUC is

results show an enhancement for proposed method. Needless to
say, due to inherent features of PBUC comparing to the traditional
UC, such superiority for ICA-PBUC was predictable in terms of
profit growth and emission reduction.

Figs. 3a and 3b show comparison of hourly profit and emission
of traditional UC with PBUC for the given system using different
algorithms.

Fig. 4 shows this comparison among various methods and
forecasted demand for the given case study. As it can be seen
in these figures, pattern of profit and emission does not follow
the variations of load pattern; while such conformity is expect-
able in the case of UC problems. As stated in literature review,
despite numerous contributions in the case of PBUC problem
[20-26], only a limited number of papers have been executed a
double-objective PBUC problem considering environmental con-
straints, with the regard to the recent world’s environmental
concerns.

By referring to Fig. 4 and calculating sum of the generation
powers of GENCO during scheduling horizon, total power gener-
ated for SFLA-PBUC and ICA-PBUC are 26240 and 26026, respec-
tively. This survey demonstrates superiority of the ICA based
PBUC on decrease of employment of facilities that result in higher
financial profit and lower deficiency in term of environmental
respects.

e Test system 2: is a medium scale GENCO as same as test system
2 in scenario 1. For this generating system, emission limit of
10 unit system is multiplied by 4. Optimal commitment of dis-
patched generating units utilizing proposed methodology for
ECPBUC problem in case of given system is depicted in Table 6a.
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Table 5b
Power dispatch and hourly transactions for small scale system (ECPBUC).
Time Load U1 u2 u3 U4 us u6 u7 us u9 u10 Revenue  Fuel cost Start-up Profit ($) Emission
(h) (MW)  (MW) (MW) (MW) (MW) (MW) (MW) (MW) (MW) (MW) (MW) ($) ($) cost ($) (ton)
1 700 455 245 0 0 0 0 0 0 0 0 15,505 13683.13 0 1821.87 682.77
2 750 455 295 0 0 0 0 0 0 0 0 16,500 14554.50 0 1945.50 754.78
3 850 455 395 0 0 0 0 0 0 0 0 19,635 16301.89 0 3333.11 945.62
4 950 455 455 0 0 0 0 0 0 0 0 20611.5 17353.30 0 3258.20  1090.07
5 1000 455 455 0 0 0 0 0 0 0 0 21157.5 17353.30 0 3804.20 1090.07
6 1100 455 455 0 130 0 0 0 0 0 0 23,868 20213.96 1120 2534.04 1153.23
7 1150 455 455 0 130 0 0 0 0 0 0 23,400 20213.96 0 3186.04 1153.23
8 1200 455 455 0 130 0 0 0 0 0 0 23,036 20213.96 0 2822.04  1153.23
9 1300 455 455 130 130 130 0 0 0 0 0 29,640 26184.02 2900 555.98 1256.95
10 1400 455 455 130 130 162 68 0 0 0 0 41,090 28768.21 340 11981.79 1298.87
11 1450 455 455 130 130 162 80 0 0 0 0 42571.8 29047.98 0 13523.82  1300.40
12 1500 455 455 130 130 162 80 0 0 0 0 44689.8 29047.98 0 15641.82 1300.40
13 1400 455 455 130 130 162 0 0 0 0 0 32767.2 26851.61 0 5915.59 1276.89
14 1300 455 455 130 130 130 0 0 0 0 0 31,850 26184.02 0 5665.98  1256.95
15 1200 455 455 130 130 0 0 0 0 0 0 26,325 23105.76 0 3219.24  1216.39
16 1050 455 335 130 130 0 0 0 0 0 0 23,415 21005.17 0 2409.83 949.94
17 1000 455 285 130 130 0 0 0 0 0 0 22,250 20132.56 0 2117.44 865.45
18 1100 455 385 130 130 0 0 0 0 0 0 24,255 21879.33 0 2375.67  1050.04
19 1200 455 455 130 130 0 0 0 0 0 0 25,974 23105.76 0 2868.24 1216.39
20 1400 455 455 130 130 0 0 0 0 0 0 26500.5 23105.76 0 3394.74 1216.39
21 1300 455 455 130 130 0 0 0 0 0 0 27,027 23105.76 0 3921.24  1216.39
22 1100 455 385 130 130 0 0 0 0 0 0 25,245 21879.33 0 3365.67 1050.04
23 900 455 315 130 0 0 0 0 0 0 0 20,475 17795.28 0 2679.72 851.12
24 700 455 215 130 0 0 0 0 0 0 0 18,040 16052.85 0 1987.15 710.20
Total 625828.3 517139.3 4360 1043289 26055.8
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Fig. 3a. Hourly emission versus scheduling horizon for traditional UC, SFLA and ICA-PBUC (scenario 2, test system 1).
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Fig. 3b. Hourly profit versus scheduling horizon for traditional UC, SFLA and ICA-PBUC (scenario 2, test system 1).
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Commitment status and hourly transactions for medium scale system (ECPBUC).

133

Time (h) ON units Revenue ($) Cost ($) Profit ($§) Emission (ton) Time (h) ON units Revenue ($) Cost ($) Profit ($§)  Emission (ton)
1 1-8 62,020 54733.5 7286.5 3607 13 1-20 122840.7 101661.5 21179.3 5200
2 1-8 66,000 58218.8 7781.2 3979.7 14 1-20 1223414 101661.5 20679.9 5200
3 1-8 78,540 65207.6 133324 5013.4 15 1-10, 13-14 89577.4 77837.7 11739.7 5200
4 1-8,13-14 84647.6 73439.2 11208.5 5200 16 1-10, 13-14 88781.1 77837.7 109434 5200
5 1-10,13-14 92563.3 78937.7 13625.6 5200 17 1-10, 13-14 92563.3 77837.7 14725.6 5200
6 1-10,13-14 91368.9 77837.7 13531.2 5200 18 1-8, 13-14 82235.7 72148.6 10087.1 5200
7 1-10, 13-14 89577.4 77837.7 11739.7 5200 19 1-8,13-14 82965.9 72319.2 10646.7 5200
8 1-10,13-14 87946.8 77600.1 10346.7 5200 20 1-8, 13-14 84647.6 72319.2 123285 5200
9 1-10, 13-20 108798.8 101268.6  7530.2 5200 21 1-8, 13-14 86329.4 72319.2 14010.2 5200

10 1-24 155224.6 111793.8 43430.8 5200 22 1-8,13-14 85768.8 72319.2 13449.6 5200

11 1-24 159455.6 110013.8 49441.8 5200 23 1-8 79470.1 66863.1 12606.9 5200

12 1-24 167388.7 110013.8 57,375 5200 24 1-7 71821.8 60525.7 11,296 4876

Total 2332875.7 1922552.6 410322.5 121476.1

e Test system 3: is a large scale GENCO as same as test system 3 in
scenario 1. For this generating system, emission limit of 10 unit
system is multiplied by 10. Optimal commitment of dispatched
generating units utilizing proposed methodology for ECPBUC
problem in case of given system is depicted in Table 6b.

Comparison of the best profit obtained by different methods for
ECPBUC is shown in Table 7. Results confirm the superiority of pro-
posed methodology compared with the pioneer methods.

Moreover, by comparing results of traditional and emission
constrained PBUC (i.e. depicted in Tables 4 and 7), it can be inferred

Table 6b
Commitment status and hourly transactions for large scale system (ECPBUC).
Time ON units Revenue  Cost ($) Profit ($§)  Emission Time ON units Revenue Cost ($) Profit ($) Emission
(h) ($) (ton) (h) ($) (ton)
1 1-20 155,050 136833.9 18216.1 9256.9 13 1-50 303779.6 251844.7 51934.9 13,000
2 1-20 165,000 145547.5 19452.5 10186.0 14 1-50 302544.7 251844.7 50,700 13,000
3 1-20 196,350 1630189 33331.1 12706.1 15 1-22,31-32, 211305.9 182309.9 28,996 13,000
35-36
4 1-22, 31-32, 35-36 212714.6 185649.9 27064.7 13,000 16 1-22, 31-32, 209427.6 182309.9 27117.7 13,000
35-36
5 1-22,31-32, 35-36 218349.4 182309.9 36039.6 13,000 17 1-22, 31-32, 218349.4 182309.9 36039.6 13,000
35-36
6 1-22,31-32, 35-36 215,532 182309.9 33222.1 13,000 18 1-20, 31-32, 201274.7 176364.2 24910.5 13,000
35-36
7 1-22,31-32, 35-36 2113059 182309.9 28,996 13,000 19 1-22, 31-32, 203073.6 176793.5 26280.1 13,000
35-36
8 1-22,31-32, 35-36 207592.4 181882.2 257103 13,000 20 1-22,31-32, 207,190 176793.5 30396.5 13,000
35-36
9 1-22, 25-26, 31-32,35-  250330.6 230463.5 19,867 13,000 21 1-22, 31-32, 211306.3 176793.5 34512.8 13,000
36, 41-50 35-36
10 1-60 383736.5 280985.2 102751.3 13,000 22 1-22, 31-32, 209934.2 176793.5 33140.7 13,000
35-36
11 1-60 394196.1 272625.2 1215709 13,000 23 1-22,31-32 202661.2 171416.1 312451 13,000
12 -60 413807.9 272625.2 141182.7 13,000 24 1-14, 16-17, 180,400 152428.5 27971.5 12672.4
19-20
Total 5685212.6 4674563.1 1010649.7 304821.4
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Table 7
Comparison of ECPBUC profit for different methods (scenario 2).

10 Unit system

40 Unit system 100 Unit system

Profit Emission Profit Emission Profit Emission
Traditional UC [27] 81,365 28,244 - - - -
PBUC using SFLA [27] 103,262 26,617 - - - -
PBUC using ICA 104,328 26,055 410,322 121,476 1010649.7 304821.4
\ would prevent dangerous anthropogenic interference with the cli-
5X10 . . . . mate system” as a socialism environmental covenant, this obliga-
() ___: g°""3?‘1530 tion turned into a prominent factor for generation operators.
! — i 1 The ICA algorithm has been implemented in MATLAB 7.6 and
: E, : ———# Country= 200 their relevant simulations have been run with Intel® Core™
n|'= i5-460M Processor (3M Cache, 2.53 GHz) and 4 GB Random Access
-7 ‘\ Memory. Like other evolutionary algorithms, the convergence
- “‘-&‘ X characteristic of the proposed method depends on the number of
g, sl '1 fu\ 3 | primary solutions (i.e. number of countries). To this end, algorithm
g ' \\ is executed with different numbers of initial countries (i.e. 50, 100,
‘-‘ ! 'g_\_ 150 and 200 for scenario 2, test system 1). The convergence curves
A . ] of the algorithm versus different numbers of initial country are
A . .
LY \ 6 shown in Fig. 5a.
10 \\L Ty Besides, as it can be illustrated from Fig. 5b, execution time var-
‘“\‘_ P e e — ies approximately linearly with the population size increment.

= Referring Figs. 5a and 5b, it is deducible that 150 can be an
'110 50 100 150 200 250 300 app.ropriate nurpber for initial population in qrder tlo obtain most
Sonstion optimum solution of problem by least possible time. Such the

Fig. 5a. Convergence characteristic of the proposed algorithm versus different
numbers of initial countries (scenario 2, test system 1).
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Fig. 5b. Execution time versus population size (scenario 2, test system 1).

that consideration of environmental concerns results in consider-
able reduction in profit earned for GENCOs. However, with the

approach is adopted to reach optimal parameters of algorithm in
cases of other test systems. Initial values of parameters for pro-
posed main ICA and sub-PSO are obtained through several runs
of the algorithm. These values are detailed in Table 8a.

In order to evaluate capability of employing novel meta-
heuristic constraint handling proposed, the algorithm is imple-
mented with and without utilizing proposed sub-PSO for scenario
2 - test system 1 for 100 independent runs of program. Results are
shown in Table 8b.

For 100 independent runs of traditional and proposed con-
straint handling technique, these methods have been implemented
in order to assess capabilities of the algorithm in terms of quality
solution and convergence speed.

As it is illustrated from Table 8c and Fig. 6, results show that
employing such an approach can significantly boost the efficiency
of the program.

However, results obtained in this work surpass the previous
ones, they are not fairly comparable with the all of aforementioned
researches implemented by other heuristic algorithms (e.g. TS-RP,
PSO, Muller, ACO and ABC) in case of ECPBUC as there are the
following differences:

Table 8b

Results of PBUC execution using traditional and proposed constraint handling
(scenario 2, test system 1).

Traditional method Proposed method

Min 101771.94 102482.21
adoption of Kyoto Protocol which aims to achieve “stabilization Mean 102206.56 103808.06
- - Max 103853.30 104328.92
of greenhouse gas concentrations in the atmosphere at a level that
Table 8a
Optimal parameters of algorithm for proposed methods.
Ndmm‘n Ndsub Np Nimp le ﬁ SV v
10 Unit system 200 100 50 5 145 3 0.02 (—m/4, m/4)
40 Unit system 200 100 100 10 200 3 0.02 (—m/4, T/4)
100 Unit system 200 100 150 10 390 3 0.02 (—m/4, 7/4)
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Table 8c
Results of PBUC execution with and without adoption of the proposed constraint
handling method (scenario 2, test system 1).

Traditional method (pu) Proposed method (pu)

1.0712
0.8900

Optimality 1
Convergence speed 1

-30,000

Traditional
===== Proposed

-40,000

-50,000

-60,000

-70,000

- profit ($)

-80,000

-90,000

-100,000

-110,000 : : : ; '
0 5 100 150 200 250 300

iteration

Fig. 6. Convergence performance of PBUC utilizing traditional and proposed
method of constraint handling (scenario 2, test system 1).

o The other types of test system are studied.
o In the case of the objective function, another type is considered.
e Data for re-simulation or comparison was not provided.

Conclusion

This paper proposed an advanced evolutionary optimization
approach called imperialist competitive algorithm to solve the
profit based unit commitment problem under a deregulated envi-
ronment with emission limitation. A bi-objective function opti-
mization problem formulated in order to maximize generation
companies’ profit and to minimize emission of thermal units, while
all the unit and system constrains should be satisfied. A heuristic
penalty factor based approach is utilized to handle the violation
of constraints. The presented algorithm has been employed to pro-
vide a generation table for a 24 h scheduling horizon. Applicability
of the presented method in solving the nonlinear optimization
problem of PUBC in a day-ahead deregulated electricity market
has been validated using several test systems consisting 10, 40
and 100 generating units. Up to the authors’ knowledge, the pro-
posed method surpasses the other previous results.
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