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ABSTRACT  

The exploration of the seafloor regarding the abundances of poly-metallic nodules 
has received growing attention recently. Image-based exploration using camera-
equipped deep-sea observation systems has been introduced successfully to increase 
spatial resolution in the exploration process but the evaluation and interpretation of 
the huge amount of image data creates a serious bottleneck. In this paper we present 
a new software solution to the problem of automatic detection and segmentation of 
poly-metallic nodules in underwater images, which is not only accurate but so fast 
that real time image analysis is definitely in reach. Thus, an application on an AUV 
(Autonomous Underwater Vehicle) seems possible in the near future. 
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Introduction 

The economic development of the last two decades has led to a rapid development of the 

manufacturing industries in countries with emerging economies. This has a considerable 

impact on the price development for resources such as oil, gas, or metals. The oceans, with 

the majority of their area still  unexplored, are catching more and more attention in this 

context, adding the components of mineral / metal resources to their classic economic aspects 

like fishery, oil/gas or offshore wind parks.  Here we will consider the issue of exploration of 

underwater seafloor areas which are covered with poly–metallic nodules. In principle, those 

are observed all over the world, but hotspots have been reported in the Indian and as well as 

in the Pacific Ocean. To enable a development of technological strategies for harvesting these 
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nodule fields, which are effective and efficient, a quantification of the topological nodule 

distribution and the expected masses of the nodules is of fundamental importance.  

This paper focuses on work within the German license area for the exploration of Mn nodules 

in the eastern equatorial Pacific (Kuhn et al.; 2011). Sonar backscatter has been used 

successfully in the German license area to distinguish seafloor areas covered by Mn nodules 

from areas devoid of them (Kuhn et al. 2011). However, the significance of this reported 

survey is limited due to the low resolution of the sonar data of ~120mx 120m per pixel. As a 

consequence, this source has been extended by an additional one for ground truthing: digital 

images / video. Camera transects in the same area were captured using a towed on-line 

camera/photo system which enables a high resolution visual assessment of the seabed with an 

average spatial resolution of 0.5mm2 / pixel. However, the high resolution comes with the 

serious drawback of a bottleneck in data analysis. An exploration of the entire German area 

would create approximately n*102 Petabyte of image data, making an exhaustive manual 

analysis impossible. This limits the applicability of imaging to small selected sub-regions 

where it can be correlated to the sonar backscatter data. Since underwater image analysis is 

gaining more attention in the last years in the context of habitat mapping and taxonomic 

classification (Williams et al 2012, Ontrup et al. 2009, Purser et al. 2009, Schoening et al. 

2012A) we recently proposed to apply machine learning – based image analysis for the tile-

wise quantification of poly-metallic nodule coverage in categories of 0%, 20%, 40%, 60%, 

80%, and 100% (Schoening et al, 2012b).  

Despite the positive initial results, we identified two pressing problems that come with image 

– based quantification of poly–metallic nodules. First, since the nodules are analyzed in 

images, the computational classification was restricted to counting all the pixels in one tile 

that have color features like those observed for nodules. So the methods made (almost) no 

difference between a pattern of a small number of huge nodules or a huge number of small 

nodules. But given the background knowledge about the non-isotropic growth pattern of 

nodule volumes, the resulting masses for these two scenarios should be expected to be 

significantly different from each other. Thus, we need to consider the size and shape of the 

polymetallic nodules so we have to leave the tile-wise quantification concept and need a full 

segmentation that gives the full information about size and shape for each nodule. Second, 
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the processing time for one transect was between 10-12 hours on a standard PC that can be 

used to analyze the images off shore on the ship. This time needs to be shortened 

significantly so the user can react to the results as soon as possible.  

 In this paper we present a new algorithmic solution to the problem of poly-metallic nodule 

segmentation that is able to solve the two problems listed above. The nodules are segmented 

and mapped to user-defined size categories, which allows a more detailed correlation to the 

backscatter data and represents an important step towards mass quantification in images in 

the future. And due to algorithmic improvements and making use of the PC graphics card we 

were able to shorten the processing time from 52 secs / image to less than 0.5 secs / image 

when processing a single image and an average of 0.18 secs / image in batch processing. This 

enormous speed up even makes the application on AUV (Autonomous Underwater Vehicles) 

a reasonable option, which paves the way to completely new strategies for initial exploration, 

i.e. maybe imaging could be used as a mapping technique and not “just” for ground truthing.   

 

Background and Material 

In this paper we present results obtained for two different image transects (833 and 1267 

images each) recorded with a towed camera-sledge (OFOS) in the Clarion / Clipperton area 

of the equatorial Pacific which was explored under the German license in 2010 (Rühlemann 

et.al. 2010). The original color images (4224 x 2376 pixels, 8bit/color channel) display an 

area of 1.3 to 5.3 m2 depending on the varying distance to the ground, thus showing changing 

illumination characteristics regarding the color and illumination cone. To exclude some of the 

effects of non-homogenous illumination and a slight fish-eye effect on the image border, we 

focused our analysis and the expert exploration on the center part of the images with a size of 

2000 x 1000 pixels. All these images were subject to the nodule segmentation algorithms 

presented in this manuscript and for all the images sonar backscatter results were available 

for a following correlation analysis (see Results section).  
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Methods 

To achieve an image segmentation, each pixel p in the image must be labeled to be either part 

of a poly-metallic nodule or not. So the segmentation can be considered as an application of a 

labeling function L(p) ={0,1} that assigns each pixel to the classes “poly-metallic nodule” 

(L(p)=1)  or “no poly-metallic nodule” (L(p)=0). The mapping is achieved in three steps (1.) 

pre-processing, (2.) H2SOM mapping and (3.) segmentation that are briefly described below 

(see also Figure 1). To achieve substantial speed up several optimizations have been applied 

described in the last subsection.    

Preprocessing  

Each image was subject to two pre-processing routines. First the illumination cone was 

removed using an illumination cone model of a Gaussian function. Second, the color 

histograms was shifted so that the peak of the illumination histogram was at 127. Both 

processes run fully automatic (see details described in Schoening et al. 2012a), however the 

first step needs a lot of computing time.  

 H2SOM mapping 

To map each pixel p to a label L(p)={0,1}, the pixel is first represented to a feature vector 

x(p) that describes the color features in a 7 x 7 neighborhood around this pixel. To this end, 

the histogram of this neighborhood in each color channel (R=red, G=green, B=blue) is 

reduced from 256 to just 16 bins. The frequencies of the bins in all three histograms are 

concatenated to a 48-dimensional feature vector (see also Schoening et al, 2012b). Next, the 

feature vector x(p) is mapped to one of 160 clusters. The clusters are trained using a H2SOM 

(Purser et al. 2009, Schoening et al, 2012b) in a prior step using a small subset of 0.5% of the 

transect data. Each cluster consists of a small set of feature vectors, which are alike (i.e. show 

very similar color histogram features) and is represented by one so called prototype vector u(i) 

(i=1,…,160). Since the clusters are trained using the H2SOM algorithm, each cluster can be 

assigned to a cluster color c(i) = (R,G,B), so two clusters which are very similar get very 

similar clusters (which is referred to as topology preservation in the machine learning com- 
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  Figure 1: : For two example images A and B from the transects the full segmentation process 
is illustrated with intermediate results. First, the input images are pre-processed to correct 
illumination artifacts caused by varying distance to the ground (1. pre-processing). In a next 
step, all pixel features are mapped to clusters in a H2SOM, which is visualized with pseudo 
color images. Each color encodes a cluster index. Similar colors are assigned to similar 
clusters (2. H2SOM mapping). The cluster map is post-processed to identify separated regions 
of single poly-metallic nodules, which are outlined in the last row (3. segmentation). Here 
colors encode the size interval of the nodules as chosen by the user: green: 0.25 - 3.14 cm2, 
blue: 3.14 - 12.57 cm2, yellow: 12.57 - 28.27 cm2 pink: >28.27 cm2. 
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munity). The mapping of feature vectors to clusters is visualized in Figure 1 (third row). Each  

pixel p was first represented with its feature vector x(p), which has been assigned to that 

cluster u(i), that has the most similar feature composition (usually referred to as BMU (Best 

Matching Unit)). The mapping result can be visualized as a pseudo color map (e.g. the third 

row in Figure 1), where each pixel is drawn with the color c(i) of its individual BMU. So if 

two pixels have the same color, they have been assigned to the same cluster u(i). In Figure 1 

one can see, that the nodules are mapped to colors ranging from yellow via orange to red. 

Since the 160 clusters have been visually assessed by a human expert, who classified each 

cluster as being a cluster of feature vectors from poly-metallic nodules or not, this 

information can be used to implement a classification function C(u(i)) = {0,1} (0=no poly-

metallic nodule, 1=poly-metallic nodule). The final segmentation L(p)={0,1} is obtained by 

mapping each pixel to 1 if the best matching prototype to this pixel (i.e. its feature vector) is 

classified as a poly-metallic nodule cluster (i.e. C(u(i)) =1) and 0 otherwise. This way, a 

binary image is obtained.  

Postprocessing  

The binary output images are post–processed for the final result. In a first step, morphological 

operators (i.e. an opening operation) are applied to delete small regions of just a few pixels 

and to close gaps in the regions (Gonzalez and Woods, 2001). In the second step,  a list of 

regions (poly–metallic nodules) are determined with size in pixels and cm2. The latter can 

only be calculated from the region sizes given in pixels if the spatial pixel resolution is 

available. In the presented case, laser pointer marks were used for this purpose. To compute 

the finals result, the user defines areal intervals for M nodule area size classes and the 

abundancies for each size class are computed (in the presented case C1: 0.25 - 3.14 cm2, C2: 

3.14 - 12.57 cm2, C3: 12.57 - 28.27 cm2 C4: >28.27 cm2, so M=4, see last row in Figure 1). 

Towards real time segmentation 

The original implementation consisted of a single sequential pipeline, processing one image 

at a time. Table 1 shows a breakdown of the times each processing stage takes. The major 

bottlenecks in this initial version were the H2SOM mapping and the assignment of pixels 
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identified as poly-metallic nodules to individual nodules taking about 18 and 28 seconds 

respectively. Another time-intensive operation was the illumination correction in the pre-

processing (Gaussian filter and color histogram transformation) which took another 5.5 

seconds. 

Pre-processing speed-up: The pre-processing lends itself well to parallelization and 

therefore GPU (Graphics Processing Unit) processing. Since we were already using OpenCV, 

which supports CUDA-based (CUDA Programming Guide, 2011, S. Cook, 2012) GPU 

processing for a lot of operations, using CUDA was a natural choice. Using the GPU 

convolution function provided by OpenCV (G. Bradski and A. Kaehler, 2012) to perform the 

Gaussian blur reduced the required time from 2.8s to just 80ms per image. A new efficiency 

oriented implementation of the histogram transformation in CUDA reduced the time for this 

operation from 2.8s to just 7ms. 

H2SOM mapping and post-processing speed up: The H2SOM mapping of one pixel 

consists of a) the construction of its feature vector and b) the search for the best matching 

unit. Since these two operations can be carried out for different pixels independent from each 

other, a) and b) are subject to a parallelization as well. To this end the image is split into tiles 

which are processed in parallel by a number of threads. To limit the time expensive access to 

the GPU we apply the “shared memory feature” so information from overlapping pixel 

neighborhoods can be used efficiently. In addition, CUDA’s “constant memory” function is 

applied to increase the efficiency in the BMU search, when all threads look up identical 

prototype vectors. Another speed up was achieved by neglecting those pixels, which were cut 

of in the post processing anyway.  

Finally, the classification step could be slightly accelerated by switching the processing order 

from column-wise to row-wise which matches the layout the image has in memory and is 

therefore more cache-friendly. The most expensive part of the post-processing, the 

identification of regions, could be accelerated as well based on the constraint that regions 

should be non-overlapping. This allows to draw a special 32bit index image which can be 

transformed into the final label image very fast.   
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Parallelization optimization: Experiments indicated that the original sequential 

implementation makes poor use of the available resources (CPU and GPU), introducing idle 

times for the GPU as well as the CPU. So for a further improvement, we organized the entire 

process into the three tracks image loading (1), GPU processing (2) and post-processing (3) 

and assigning these to three threads, which communicated via work queues.  

Future improvements towards real time processing: The primary remaining bottleneck in 

the presented set up is the GPU. As the H2SOM mapping on the GPU seems to be limited by 

the number of available registers on our CUDA compute capability 3.0 hardware, a next step 

could be introducing a CUDA compute capability 3.5 card which offers 255 instead of 63 

registers. Additionally, the code could be extended to support multi-GPU configurations. 

Results 

The segmentation results were compared to those obtained with sonar backscatter signals. To 

this end, the output of the segmentation was plotted over time together with the backscatter 

signal. The segmentation result fitted well to the backscatter signal, if the H2SOM training 

and the segmentation was applied to the same image material (as evaluated by one of the 

Stage Operation Runtime before 
optimizations 

Runtime after 
optimizations 

Using CUDA Change 

Preprocessing Image loading 150ms 150ms N 0% 
Gaussian Filter 2800ms 80ms Y -97% 
Histogram 
transformation 

2770ms 7ms Y -99% 

H2SOM 
mapping 

H2SOM 
mapping 

18100ms 90ms Y -99% 

Postprocessing Downsampling 40ms – –  
Classification 20ms 7ms N -65% 
Opening 2ms 2ms N 0% 
Gap removal 180ms 24ms N -87% 
Region building 28250ms 90ms N -99% 
Analyze 24ms 24ms N 0% 

 Total 52336ms 474ms  -99% 

Figure 2: Execution times for a single image for the individual processing steps, before and after 
optimizations have been applied. All times were measured on an i7-3770 running at 3.5GHz with a 
GeForce GTX 670 running Debian Linux using GCC 4.7.3, OpenCV 2.4.5 and CUDA SDK 5.0. 
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authors, T.K.). If the H2SOM was trained on one transect A and applied to a transect B 

afterwards, the results were spoiled due to the fact, that the average distance between the 

camera and the ground varied between the two data sets of A and B. However, the training of 

an H2SOM takes ~50 minutes, so an adaptation step to changing distance is possible. 

Nevertheless, one has to re-consider the assignment of prototypes to labels/categories C(u(i)) 

= {0,1} (0=no poly-metallic nodule, 1=poly-metallic nodule) so time for a visual assessment 

of each prototype must be included in the calculation as well. In addition, if the distance to 

the ground is recorded, the images can be transformed to have constant pixel resolution 

which will be subject to future developments.  

Discussion 

We have presented a new algorithmic approach to the problem of poly-metallic nodule 

segmentation in underwater image data. The results showed sufficient accuracy and the 

substantial acceleration in processing time presented in this paper motivates developments 

towards real time image pressing. This would allow an implementation and application even 

on AUVs (Autonomous Underwater Vehicles) which would pave the way to new strategies 

for early exploration of potential nodule fields. Of course this would be condition to an 

extension that would reduce the effects of changing ground distances as discussed above. In 

addition, the training data needs to be extended to reflect changes in sediment characteristics 

as well. Another interesting aspect is, that we are now able to achieve a full segmentation. 

The shape of the individual nodule regions could be used for a more “intelligent” estimation 

of masses per regions. Since large parts of the nodules are covered, a direct mapping from 

pixels to cm2 to mass must lead to non-optimal results. So new strategies and concepts for the 

mass estimation are required. We believe that the segmentation results with our algorithms 

provide a new and promising basis for such an improvement. 
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